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Abstract 

Different factors such as the writing genre, writing prompt, and/or test length can influence 

the raters’ mental processes while scoring writing tests. Accordingly, whether an increase or a 

decrease in test length has any impact on how raters evaluate test-takers’ writing performance 

was the motive underlying this research. For this purpose, 12 EFL students who scored 

between 5.5 to 7.5 on the writing section of a mock IELTS test were selected based on 

availability sampling. The participants wrote three argumentative essays (the original, longer, 

and shorter versions). The three versions from each test-taker were then scored by three raters 

using IELTS task 2 writing band descriptors. Meanwhile, the raters provided verbal protocols 

explaining in detail the reasons underlying their scores to each test-taker’s essay. Then, the 

verbal protocols were transcribed and content analyzed using Nvivo version 11 to extract the 

themes mentioned by the raters in scoring each writing test. The results showed that the raters 

paid more attention to certain factors in the band descriptors and ignored some other factors. 

However, there was a similar pattern among the raters in scoring the three writing tests. The 

results did not show any significant differences in the raters’ mental processes while scoring 

each of the three writing tests. The conclusion was that test length is not a determining factor 
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influencing the mental processes of raters in writing tests. Therefore, raters and test 

developers do not need to worry about test length influencing the raters’ scoring.  
 

Keywords: mental processes, rater, test length, verbal protocol, writing test  
 

Introduction 

Evaluation is an integral part of almost all learning processes and it is 

defined as the systematic gathering of information to make appropriate decisions 

(Alderson & Banerjee, 2002). Appropriate decision-making and the results drawn 

from it can greatly influence the test-takers’ lives. Thus, people involved in 

decision-making processes, such as raters, are considered important in any act of 

evaluation, especially in evaluating test-takers’ performance on speaking and 

writing tests as the scores may depend on their subjective viewpoints. Of course, 

there are different solutions to overcome the problem of subjectivity, one of the 

most important of which is to have more than one rater in evaluating test-takers’ 

performance (Alderson & Banerjee, 2002). However, rater subjectivity and bias 

may be influenced by various factors such as the length of the tests, and it is vital to 

do research on such factors to reduce subjectivity and bias as much as possible. For 

instance, a longer writing test might give raters the impression that the writer is 

well-informed about a subject and lead them to assign a different score to such a 

test, while a shorter test might convey the opposite impression. In fact, Ackerman 

and Kanfer (2009) believed that an important factor that may influence the raters’ 

scoring, especially in writing tests, is test length since the examinees’ performance 

may change when the number of words they should write differs. Another important 

factor influencing the raters’ scoring is their characteristics, such as their mental 

processing, which is considered a prominent factor in Eckes’s (2012) perspective.  

A close look at the related literature shows that even though the factors 

influencing rater subjectivity and bias in assigning scores to the examinees’ 

performance have been the subject of a plethora of studies (e.g., Barkaoui, 2019; 

Humphrey-Murto et al., 2021; Weigle, 2002; Wind, 2019), there is a gap in the 

literature in investigating the effect of test length on the raters’ mental processes in 

assigning scores to writing tests and the difference it may cause in their assigned 

scores to the best of the researchers’ knowledge. However, a similar study was done 

by Hoora (2019) on investigating the examiners’ mental processes when evaluating 
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three versions of the IELTS speaking test with different lengths. Thus, the present 

study aimed to check the impact of test length on raters’ evaluation of test-takers’ 

writing performance through identifying their mental processes when scoring three 

similar essays. Test length in this study refers to the number of words test-takers 

were required to write when participating in the writing tests. We asked the 

participants to write argumentative essays on three topics and named them the 

original, longer, and shorter versions. The results of such a study can be useful for 

test designers since if it shows that raters’ mental processes differ while they score 

different versions of a writing test, it is necessary to think about test length as a 

determining factor influencing the test-takers’ scores and the decisions made on 

their future lives.  

 

Literature Review 

Writing and its Evaluation  

Writing is a common activity in which writers construct the required 

response and it is frequently used in most of the standardized writing assessments 

such as GRE, TOEFL iBT, and IELTS, to name a few (Eckes, 2012). However, as 

Eckes stated, a piece of writing is not a product being produced by an individual in 

isolation, rather, writing is assumed to be socially and culturally produced. A piece 

of writing is created in a particular context, is aimed to achieve a specific goal, and 

is directed towards a special class of audience. To produce an acceptable piece of 

writing, which is an extremely complex task, writers need to have a good command 

of words, know how to write grammatically correct sentences, be familiar with the 

organization of paragraphs, be familiar with the mechanics of writing, pay attention 

to cohesion and coherence, and develop the content appropriately (Weigle, 2002). 

Sahragard and Mallahi (2014) further added that when writing, learners should set a 

goal for it, plan their writing carefully, think about its format and structure, and 

finally revise it carefully. According to Cohen (2003), how a test-taker does the task 

of writing is an essential factor in the successful use of the cognitive and 

metacognitive processes associated with the writing task. Writing in a 

second/foreign language is even more demanding considering any of these aspects, 

therefore, it is essential to teach these aspects to students, as well as to pay attention 

to them in evaluating their writing to ensure students have learned the essential 
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points successfully.  

A crucial aspect of writing is its evaluation (Eckes, 2012). In evaluating 

writing, one of the three scales of primary trait, holistic, or analytic can be used. The 

analytic scoring scale contains different writing components, such as organization, 

register, coherence, cohesion, mechanics of writing, content, and accuracy of 

linguistic devices. The good point about this kind of rating scale is that each element 

can be marked independently of the other components (Sawaki, 2007). Moreover, it 

has more benefits over the other scales. One of its major advantages is that since it 

provides information on different aspects of a piece of writing, it is more useful to 

recognize the writer’s specific writing abilities and weaknesses (Eckes, 2012). The 

analytic scale can also be used as a criterion when training raters since it breaks 

writing into different subcategories such as vocabulary, grammar, content, 

organization, and mechanics of writing, by assigning a separate score to each. In 

other words, each writing should be scored based on the different aspects of the 

scale (Brown, 2005). Moreover, since different aspects of a test-taker’s ability are 

evaluated separately, it becomes clear in which domain(s) a test-taker is strong or 

weak. The last important advantage of analytic scoring is the high inter-rater 

reliability it creates among the raters (Weigle, 2002). Because of these advantages, 

analytic scoring was used in this study, too.  

It is worth mentioning that because of its importance, writing has been the 

subject of an abundance of studies throughout the years. Different aspects of writing 

have already been investigated, for example, the writing resources second language 

learners use in their writing (Oh, 2020), the effect of planning time and different 

task conditions on EFL learners’ writing complexity, accuracy, and fluency 

(Fazilatfar et al., 2020), the sources of inconsistency in L2 writing scores (Barkaoui, 

2019), the degree of similarities and differences between the students’ performance 

on writing tasks and actual academic writing tasks (Llosa & Malone, 2019), and the 

effect of task-repetition and elicitation on the learners’ writing (Asadi Vahdat & 

Tavassoli, 2019), to name some. However, the raters’ mental processes (i.e., the 

way they interpret and use the rating scale) when evaluating test-takers’ 

performance in writings of different lengths have rarely been investigated.  
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Raters 

There are many issues involved in the process of interpreting the results of 

language assessment, one of which is the issue of raters in speaking and writing 

tests, especially when there is more than one rater scoring the same task produced by 

the same test-takers (Marcoulides & Ing, 2014). Raters have an influential role in 

evaluating writing and speaking tests since their knowledge and experience might 

affect the scores they assign (Duijm et al., 2018). Additionally, the raters’ 

background seems to be a factor determining the language features they pay 

attention to in a piece of writing (Bijani, 2018). Kang and Veitch (2017) also 

confirmed the effect of raters’ backgrounds on the way they assessed ESL writing 

pieces. In addition, rater training is considered as another influential factor (Bijani, 

2018). Further, Attali (2016) investigated rater training and found that training had a 

parallel effect to that of experience. In other words, the scores the newly-trained 

raters assigned were close to those of experienced raters. On the other hand, Duijm 

et al. (2018) tried to minimize background effects by training raters and giving them 

detailed instructions, but raters in their study tended to assign dissimilar scores to the 

same performance due to their different backgrounds. Wind (2019) also believed 

that the differences in the judgments provided by various raters are mainly due to 

their construct-irrelevant characteristics, and such differences can threaten the 

fairness of their scores. Thus, researching different characteristics of raters, such as 

their background, preceding experience, mother tongue, and tolerance for errors like 

word order and verb form (Huang & Foote, 2010) can be quite informative about 

how they score writing and speaking tests, and how the consistency of their scoring 

can be improved.  

One more determining factor in the scores raters assign to the test-takers’ 

oral and written performance is the rating scale used (Purpura, 2004). Purpura 

believed that the analytic rating scale is a better choice in comparison to other scales 

since it provides the raters with detailed explanations on each important component 

to be measured. However, raters may translate the explanations differently and 

assign different scores to the same performance which may lead to bias and 

unreliable test scores. Purpura (2004) also offered some techniques to reduce the 

effects of such matters. He recommended using as clear and detailed scales as 

possible, training raters regarding the rubric, utilizing sample performances in 
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training sessions so that raters get familiar with different points of the scale, asking a 

third rater to judge the scores in case there is a huge inconsistency in the scores 

assigned by the first two raters, and continuously observing the raters and providing 

them with feedback if necessary. 

Variations in ratings can be attributed to differences in the raters’ mental 

processes, too (Esfandiari & Noor, 2019). That is, the scores assigned to the 

examinees’ performance are not merely the result of the quality of their 

performance. The rater’s cognition is also involved since the scores they assign are 

affected by their ability to compare and contrast the mental representations of the 

examinees’ responses with their own mental processes (Purpura, 2014). Raters’ 

cognitive processes, which are related to the structure of the human information 

processing system, can affect the way raters assign scores and the strategies they use 

in the act of rating (Han, 2016). 

One common technique to come up with the main cognitive and/or 

metacognitive processes involved in the raters’ scoring is using and analyzing their 

verbal protocols (May, 2011) through which it is possible to find out the features 

often emphasized by the raters (Ducasse, 2010). Lumley (2005) introduced verbal 

protocol (also known as think-aloud) as a way of data gathering in which the 

participants are required to either think aloud as they are performing a task (called 

introspective) or after they finished it (called retrospective). In verbal protocols, 

participants are asked to pronounce what comes to their minds regarding their 

performance. Such information is useful since it provides the researcher with good 

insights into the participants’ cognitive processes. Formal verbal protocols are first 

recorded, then transcribed, and finally analyzed (Lumley, 2005). 

In recent years, the raters’ cognitive processes are being studied by 

different researchers. For instance, Esfandiari and Noor (2019) utilized a 4-stage 

processing model proposed by Han (2016) to investigate the cognitive processes two 

groups of raters (novice and expert) followed when they rated the examinees’ 

responses to a speaking task. They concluded that different degrees of expertise 

have significant effects on the decisions made on different aspects of responses since 

they interpreted the responses differently and paid attention to different aspects of 

the criteria to judge the responses. 

In another study, Humphrey-Murto et al. (2021) investigated the effect the 
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prior familiarity of the raters with the examinees has on the raters’ judgment. They 

found that familiarity makes the raters somehow biased either towards or away from 

the examinees; the raters’ negative prior evaluation of the examinees had a greater 

negative influence. They also found that, although the raters’ expertise or the 

training they receive cannot reduce such effects, their higher levels of accountability, 

following particular standards, and also decreasing their cognitive role can play a 

reducing role for such effects. 

 

Test Length 

Test length as one of the aspects of the expected response, itself a major 

test method facet (Bachman, 1990), can be an influential factor influencing not only 

the test-takers’ performance but also the raters’ scoring of that performance. In fact, 

test method facets, including the rubric, environment, input, expected response, and 

the relationship between input and expected response, are probable factors 

underlying the inconsistencies in test-takers’ performance, raters’ mental processes 

while scoring, test interpretations, and inferences made about test-takers’ abilities 

(Weigle, 2002). The length of a response, which can vary from a word to an essay, 

may be effective on the test-takers’ performance since the longer the output is, the 

more is the possibility of the effect of intervening factors such as the knowledge of 

vocabulary and grammar. 

Furthermore, the length of a test seriously influences productivity measures 

whose aim is to assess lexical or grammatical diversity (Shirai & Vercellotti, 2014). 

Lexical diversity, for instance, can be measured by the ratio of type to token. That is, 

lexical diversity is usually calculated by dividing the number of various words used 

in a text (type) over the entire number of used words (token). In other words, longer 

texts tend to achieve higher scores due to the more space they provide for the writers 

to use more words of different types. On the other hand, to measure grammatical 

complexity, the number of dependent clauses is counted in each T-unit and then 

averaged across all the T-units used throughout the text (Biber et al., 2011). The 

assumption is that using more subordinate clauses is a sign of more grammatical 

complexity.  

Regarding the writing ability of language learners or test-takers, length is 

considered as an indirect measure of development; that is, it may help the writer to 
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elaborate more on a topic with fluidity and therefore gain a higher score. Such 

flexibility is then one of the common indications of the writer’s proficiency level. In 

other words, a writer with a higher proficiency level is able to respond longer and a 

writer with a lower proficiency level produces a shorter response (Plakans, 2014).  

Test length in different types of tests was sporadically investigated before. 

Ackerman and Kanfer (2009) researched the relationship between test length and 

cognitive fatigue. Although the more time spent on the test caused a kind of fatigue 

for the test-takers, it improved the quality of their performance. In a more recent 

study, Sahin and Anil (2017) used three unidimensional dichotomous models of item 

response theory (IRT) to discover the possible impacts of the two factors of test 

length and sample size on item parameters. They concluded that the synthesis of the 

two factors of test length and the sample size is more prominent than each individual 

factor.  

Thus, it seems important to do more research on test length to examine how 

it might influence the raters’ mental processes in scoring test-takers’ writing ability. 

The present research was an attempt in this regard. Accordingly, the following 

research question was posed:   

Does an increase or a decrease in test length make any difference in the raters’ 

mental processes when they score test-takers’ writing performance?    

 

Method 

This study was carried out through quantitative content analysis, in which 

themes and subthemes were extracted from the collected data (Dörnyei, 2007). 

According to Coe and Scacco (2017), content analysis presents descriptions of the 

data, and then, it is possible to make generalizations about the available patterns 

within the data. This is the quantification of patterns or coding where there are 

instructions about the features to be derived from the data.  

 

Participants 

Two groups of participants took part in the present study. The first group 

consisted of 12 female EFL students with the age range of 28-36 years old who were 

selected based on availability sampling. In order to ensure the homogeneity of these 

participants, only those who scored between 5.5-7.5 based on IELTS band 
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descriptors of writing were selected. 

The second group of participants consisted of three female raters who were 

experienced EFL teachers and raters using IELTS band descriptors in IELTS 

preparation classes. Their age range was 31-37 and their teaching and rating 

experience ranged from 7 to 13 years. We tried to control the raters’ gender, age, 

and experience to minimize their potential effect on the findings of the study. In 

addition, to ensure consistency in scoring, the raters participated in a one-hour 

training session to provide them with instructions on how to use the scale in this 

study and how to provide verbal protocols on their rating.  

Tables 1 and 2 show the demographic information of the two groups of 

participants. Both groups participated willingly in this study.  
 

Table 1 

Demographic Information of the Test-Takers   

Student Age Gender IELTS Score 

1 28 Female 6.5 

2 32 Female 6 

3 35 Female 7.5 

4 29 Female 6.5 

5 31 Female 6.5 

6 35 Female 6 

7 36 Female 6.5 

8 30 Female 5.5 

9 35 Female 6 

10 32 Female 5.5 

11 29 Female 6.5 

12 34 Female 6.5 

 

Table 2 

Demographic Information of the Raters 

Rater Age Gender Experience 

1 37 Female 13 years 

2 31 Female 7 years 

3 35 Female 11 years 

 



168 / The Impact of Test Length on Raters’ Mental ... / Nikmard & ...  

 

Materials and Instruments 

We asked the EFL students to write three argumentative essays taken from 

the Cambridge English IELTS 10 (2015) and named the three writings as the 

original version, the longer version, and the shorter version.   

In the original version of the writing test, the test-takers were required to 

write 250 words in 40 minutes, which is the case in the IELTS writing exam. On the 

other hand, in the longer version of the writing test, they were asked to write 300 

words in 50 minutes, whereas in the shorter version, the word limit was reduced to 

200 words and time was limited to 30 minutes. The time limit and word count in the 

longer and shorter versions of the writing test were calculated mathematically by 

dividing the word count by the time limit in the original version and rounding up the 

numbers. Such time allotment was also used in Ahmad’s (2021) study in which he 

allocated 30 and 50 minutes as low-timing and long-timing conditions for test-takers 

to write two IELTS argumentative essays. 

The topics for the three writing tests were as the following. 

 The original version:  

You should spend about 40 minutes on this task.  

Write about the following topic. Write at least 250 words.  

It is important for children to learn the differences between right and wrong 

at an early age. Punishment is necessary to help them learn this distinction. To what 

extent do you agree or disagree with this opinion? What sort of punishment should 

parents and teachers be allowed to use to teach good behavior to children? 

 The longer version:  

You should spend about 50 minutes on this task.  

Write about the following topic. Write at least 300 words.  

Some people think that all university students should study whatever they 

like. Others believe that they should only be allowed to study subjects that will be 

useful in the future, such as those related to science and technology. Discuss both 

these views and give your own opinion. 

 The shorter version:  

You should spend about 30 minutes on this task.  

Write about the following topic. Write at least 200 words.  

Every year several languages die out. Some people think that this is not 
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important because life will be easier if there are fewer languages in the world. To 

what extent do you agree or disagree with this opinion? 

In addition, the IELTS task 2 writing band descriptors was used as the 

scoring rubric to score the three essays in this study. The scale consists of four 

main components of task achievement, coherence and cohesion, lexical 

resource, and grammatical range and accuracy, each of which is composed of 

detailed descriptions on how to be evaluated. 

Also, the three raters were asked to provide a verbal protocol/report when 

scoring each of the three versions of the participants’ writings by explaining in detail 

the reasons underlying their scores. These verbal protocols were recorded and later 

transcribed and content analyzed through the Nvivo software version 11. 

 

Procedure   

Twelve EFL female students were selected based on availability sampling 

and their willingness to participate in the study. Each test-taker was asked to write 

three argumentative essays with different time limits and word counts. At first, the 

original version of the writing test, derived from Cambridge English IELTS 10 

(2015), was administered to the students. That is, they were asked to write an 

argumentative essay of 250 words in 40 minutes on a certain topic as it is the case in 

the IELTS exam. After two weeks, the participants were asked to write a longer 

argumentative essay of 300 words in 50 minutes on another topic. Finally, after 

another interval of two weeks, the participants wrote a shorter argumentative essay 

of 200 words in 30 minutes on another topic. The 12 participants were those who 

scored 5.5-7.5 based on IELTS task 2 writing band descriptors in the original 

version of the test. The reason for using argumentative topics in the three versions of 

the writing test was to keep the variation due to genre of writing to the minimum and 

the two-week interval was set to reduce the potential effect of genre on the test-

takers’ performance.  

In the next phase of the study, the three raters, who passed a one-hour 

training session, scored the three writings of each test-taker based on the IELTS 

rubric and simultaneously provided a verbal protocol/report on how and why they 

scored each writing and what points in the scoring rubric they paid more attention 

to. The verbal protocols were then transcribed, saved in three separate files (the 
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original, longer, and shorter versions) in Nvivo version 11, and later content 

analyzed to answer the research question of the study.  

 

Results  

The Coding System 

The IELTS band descriptors have four criteria including (1) task 

achievement, (2) coherence and cohesion, (3) lexical resource, and (4) grammatical 

range and accuracy, which were identified as the major themes in this study. In 

addition, some subthemes were identified for each of these themes based on the 

details in the IELTS band descriptors and the data extracted from the raters’ verbal 

protocols. The subthemes other than those that existed in the IELTS scale, which 

were extracted from the verbal protocols, were also categorized under the four major 

themes of the IELTS scale. The process of identifying and classifying the subthemes 

was done by the researchers who worked collaboratively to do this. We cross-

checked the subthemes and their classification under the four themes with another 

researcher familiar with this process and made the necessary modifications. The 

classification of themes and subthemes is represented in Table 3.  

 

Table 3 

The Themes and Subthemes Extracted from the IELTS Scoring Rubric and the Raters’ Verbal 

Protocols 

Task Achievement 
Coherence and 

Cohesion 
Lexical Resource 

Grammatical Range 

and Accuracy 

Addressing the task Paragraphing 
Range of 

vocabulary 
Range of structures 

Writer’s position 

towards the topic 

Sequencing 

information and 

ideas 

Using 

less/uncommon 

lexical items 

Error-free sentences 

Extending and 

supporting ideas 

Aspects of 

cohesion 

Word features (e.g., 

spelling, word 

choice, word 

formation) 

Using complex 

structures 

Answering the 

question 

Progression of 

ideas 
 Punctuation 
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Non-

overgeneralization 

of ideas 

Using cohesive 

devices 
 

Avoiding grammatical 

errors 

Conclusion 
Clear presentation 

of the central topic 
  

Main ideas Referencing   

Format    

Avoiding irrelevant 

details 
   

 

Investigation of the Research Question  

At first, the transcriptions of all the verbal protocols were imported into 

three Nvivo files, one for each version of the writing test (the original, longer, and 

shorter versions). Then, the content of each file was analyzed word by word to find 

out the themes and subthemes each rater mentioned in scoring each writing along 

with their frequency of occurrence. Tables 4-7 present sample examples from the 

raters’ verbal protocols for the subthemes of Task Achievement, Coherence and 

Cohesion, Lexical Resource, and Grammatical Range and Accuracy, respectively.  
 

Table 4 

Examples for the Subthemes of Task Achievement  

Subthemes Example 

Addressing the task She addressed all parts of the task. 

Writer’s position towards the topic She presented a clear position about the topic.  

Extending and supporting ideas She presented, extended, and supported ideas well. 

Answering the question 

She presented well-developed responses to the 

questions with relevant extended and well-supported 

ideas. 

Non-overgeneralization of ideas 
There is a tendency to overgeneralize, and supporting 

ideas lack focus. 

Conclusion 
Although she presented the conclusion, it may be 

unclear or repetitive. 

Main ideas Some limited main ideas are presented. 

Format 
The format is inappropriate in some places of this 

writing. 

Avoiding irrelevant details There are some irrelevant details and ideas. 
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Table 5 

Examples for the Subthemes of Coherence and Cohesion  

Subthemes Example 

Paragraphing She used paragraphing but not always logically. 

Sequencing information 

and ideas 
The writing was logically organized. 

Aspects of cohesion She managed all aspects of cohesion well. 

Progression of ideas 
There is a clear progression of ideas throughout the writing and 

the passage. 

Using cohesive devices 
She used a range of cohesive devices appropriately throughout 

the essay. 

Clear presentation of 

the central topic 
She presented a clear central topic within each paragraph. 

Referencing She did not always use referencing clearly and appropriately. 

 

Table 6 

Examples for the Subthemes of Lexical Resource  

Subthemes Example 

Range of vocabulary 
She used a sufficient range of vocabulary that allowed some 

flexibility and precision. 

Using less/uncommon 

lexical items 

She used less common lexical items with some awareness of style 

and collocation. 

Word features 
She made some errors in spelling but they do not impede 

communication. 
 

Table 7 

Examples for the Subthemes of Grammatical Range and Accuracy  

Subthemes Example 

Range of structures She used a wide range of structures. 

Error-free sentences 
The majority of the sentences were error-free, and she made only 

very occasional errors. 

Using complex 

structures  
She used a variety of complex structures. 

Punctuation She had good control of punctuation. 

Avoiding 

grammatical errors 
She avoided some grammatical errors. 
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Next, Tables 8-11 report the frequency of each subtheme of the four major 

themes in the original, longer, and shorter versions of the writing test, along with the 

significance values of chi-squares to check whether the differences in each subtheme 

and major theme along the three writing tests were significant or not.  

 

Table 8  

The Frequency of the Subthemes of Task Achievement 

Task Achievement 
Original 

Writing Test 

Longer 

Writing Test 

Shorter 

Writing Test 

Significance 

Value of Chi-

Square 

Addressing the task 35 33 32 .93 

Writer’s position 

towards the topic 
31 27 30 .86 

Extending and 

supporting ideas 
22 26 22 .79 

Answering the 

question 
1 3 3 .56 

Non-

overgeneralization of 

ideas 

6 4 3 .58 

Conclusion 11 7 8 .60 

Main ideas 25 31 27 .71 

Format 3 0 6 .31 

Avoiding irrelevant 

details 
0 3 2 .65 

Total  134 134 133 .99 

 

As shown in Table 8, addressing the task, writer’s position towards the 

topic, and main ideas were the most referred subthemes in all the three versions of 

the test. This shows the importance of these three subthemes for the raters. On the 

other hand, non-overgeneralization of ideas, answering the question, format, and 

avoiding irrelevant details were the subthemes the raters mentioned the least again 

in the three versions of the test, which shows their lower significance for the raters. 

The other two subthemes under this major theme (i.e., extending and supporting 

ideas, and conclusion) fell between these two extremes. Looking at the significance 
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values of chi-square comparing the differences in frequencies of each subtheme 

across the three versions of the writing test, it was concluded that there was not a 

statistically significant difference in the frequencies of the subthemes of Task 

Achievement mentioned by the three raters in the three tests since all the significance 

values are higher than .05 probability level ( = .05; p > ). Further, the total 

frequencies of the subthemes of Task Achievement were very close in the three 

versions of the test and the related significance value of chi-square was higher than 

the critical .05 level (p = .99;  = .05; p > ). It means there was not a statistically 

significant difference in this major theme among the different versions of the test, 

either. Overall, the conclusion about the major theme of Task Achievement was that 

although there were subtle differences in the frequencies of its subthemes and the 

total frequency mentioned by the raters, test length did not make any considerable 

differences in the mental processes the raters mentioned regarding Task Achievement 

while scoring the three essays.  

 

Table 9  

The Frequency of the Subthemes of Coherence and Cohesion 

Coherence and 

Cohesion 

Original 

Writing Test 

Longer 

Writing Test 

Shorter 

Writing 

Test 

Significance 

Value of Chi-

Square 

Paragraphing 30 28 31 .92 

Sequencing 

information and ideas 
28 26 29 .91 

Aspects of cohesion 5 8 7 .70 

Progression of ideas 20 17 22 .72 

Using cohesive 

devices 
29 29 28 .98 

Clear presentation of 

the central topic 
11 10 5 .30 

Referencing 3 2 7 .17 

Total  126 120 129 .84 

 

Based on the information in Table 9, paragraphing was the most frequent 

and therefore the most important subtheme in the raters’ ideas in the three versions 
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of the test, which was followed by using cohesive devices, sequencing information 

and ideas, and progression of ideas, whereas referencing was the least mentioned 

subtheme, followed by aspects of cohesion, and clear presentation of the central 

topic. Here again, the significance values of chi-square were all above the critical 

value of .05 ( = .05; p > ), meaning that there were no significant differences in 

the frequencies of each subtheme of Coherence and Cohesion. Once more, the total 

frequencies of the subthemes of Coherence and Cohesion were close to each other 

and the related significance value of chi-square was non-significant and above the 

critical value of .05 (p = .84;  = .05; p > ). Thus, there was not any substantial 

difference between the raters’ viewpoints regarding the importance of the subthemes 

and the major theme of Coherence and Cohesion in the three versions of the test. 

 

Table 10 

The Frequency of the Subthemes of Lexical Resource 

Lexical Resource 
Original 

Writing Test 

Longer 

Writing Test 

Shorter Writing 

Test 

Significance 

Value of Chi-

Square 

Range of vocabulary 33 33 32 .99 

Using 

less/uncommon 

lexical items 

18 16 13 .66 

Word features  32 30 33 .92 

Total  83 79 78 .91 

 

As it can be seen in Table 10, range of vocabulary and word features (e.g., 

spelling, word choice, and word formation) were the most frequently mentioned 

subthemes of Lexical Resource by the raters in the three versions of the test, whereas 

the subtheme of using less/uncommon lexical items was the least frequently 

mentioned one, which shows its less significance in the raters’ views. Once again, 

the results of the significance values of chi-square showed that there were no 

significant differences in the frequency of the subthemes of Lexical Resource as the 

related significance values of chi-square were all above the critical value of .05 ( = 

.05; p > ). In addition, the total frequencies of the subthemes of Lexical Resource 

were not much different from each other in the three versions of the test and the 
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related significance value of chi-square showed a non-significant difference since it 

was above the critical value of .05 (p = .91;  = .05; p > ). To summarize, 

regarding the subthemes as well as the major theme of Lexical Resource, there was 

no significant difference between the raters’ ideas in scoring the three versions of the 

writing test. 

 

Table 11 

The Frequency of the Subthemes of Grammatical Range and Accuracy 

Grammatical Range 

and Accuracy 

Original Writing 

Test 

Longer 

Writing Test 

Shorter 

Writing Test 

Significance 

Value of 

Chi-Square 

Range of structures 26 24 32 .56 

Error-free sentences 10 10 5 .36 

Using complex 

structures  
13 21 16 .37 

Punctuation 14 24 23 .22 

Avoiding 

grammatical errors 
28 29 25 .85 

Total  91 108 101 .48 

 

Finally, the information in Table 11 shows that avoiding grammatical 

errors, range of structures, and punctuation were the most-frequently mentioned 

subthemes of Grammatical Range and Accuracy by the raters, and therefore, the 

most important ones in the three versions of the test from the raters’ perspectives. 

On the other hand, error-free sentences was the least mentioned subtheme by the 

raters, and therefore, the least important one again in the three versions of the test. 

The other subtheme under this major theme (i.e., using complex structures) fell 

between these two extremes. The same as the previous major themes, the 

significance values of chi-square for all the subthemes of Grammatical Range and 

Accuracy were above the critical .05 value ( = .05; p > ), meaning that there were 

no statistically significant differences in the frequency of the mentioned subthemes. 

Further, the total frequencies of the subthemes of Grammatical Range and Accuracy 

were compared with each other. Here again, the related significance value for chi-

square was non-significant and above the critical value of .05 (p = .48;  = .05; p > 
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). Once more, the conclusion was that regarding the major theme of Grammatical 

Range and Accuracy, test length did not make any considerable differences in the 

mental processes the raters mentioned in scoring the three versions of the writing 

test. 

To wrap up the findings and to answer the research question of the study, it 

can be said that content analysis of the raters’ verbal protocols showed that neither 

increase nor decrease in test length made any noticeable differences in the raters’ 

mental processes while scoring writing tests. 

 

Discussion 

To summarize the results of the present study, it can be said that the length 

of the writing test did not result in any significant differences in the mental 

processes through which raters assigned scores to the test-takers’ writing 

performance. In other words, the raters scored the three versions of the writing test 

(the original, longer, and shorter versions) with a similar viewpoint towards the 

important elements of writing.  

The results of this study are in line with other studies in the literature. In a 

similar study, Hoora (2019) investigated the effect of the duration of the IELTS 

speaking test on the examiners’ evaluation of the candidates’ performance. Similar 

to the results of this study, it was found that, although there were certain factors in 

the band descriptors of the IELTS speaking test the raters paid more attention to 

while ignoring some other factors in rating three versions of the IELTS speaking test 

(i.e., the original, longer, and shorter versions), their mental processes in scoring the 

three versions were not significantly different from each other. In addition, there was 

not a considerable difference in the scores they assigned to the three versions of the 

speaking test. The similar results of this study and Hoora’s show that test length, 

whether in writing or speaking tests, does not make a significant difference in the 

raters’ mental processes when scoring the test-takers’ performance.    

Examining the raters’ preferences in scoring the test-takers’ performance, 

Van Batenburg et al. (2018) researched the examiners’ judgment of the speaking 

performance of learners in different task types where the raters scored the 

participants’ performance both holistically and analytically using two different 

scoring rubrics. They found that there was a high correlation between the scores 
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given by the three raters on both holistic and analytic scales in measuring different 

task types. In other words, the scores assigned by the three raters to different task 

types were not significantly different from each other following either scale. These 

results are somehow in line with the results of the present study, showing the 

consistency in the raters’ scoring in different situations.  

Considering the differences in the raters’ scoring of writing tests, Attali 

(2016) conducted a study in which the performance of newly-trained and 

experienced raters was compared. He came up with the conclusion that the scores 

provided by the newly-trained raters were very much similar to the ones by the 

experienced raters. In other words, the training turned out to be an influential factor 

in increasing the correlations between the raters’ scores. In fact, training resulted in a 

beneficial decrease in the difference between the newly-trained and experienced 

raters’ scoring of writing. Thus, training, in contrast to test length, made a difference 

in the rater’s scoring of writing performance.  

Overall, the comparison of the results of the present study with other 

studies showed that raters, their mental processes, and their characteristics (e.g., 

experience) can be considered as important factors when scoring speaking and/or 

writing performance. Regarding the raters’ mental processes, which was the focus of 

the present study, the interesting finding was that the length of the writing test was 

not a determining factor for the raters and they paid more attention to the criteria in 

the writing scoring rubric regardless of the test length. The differences in the tasks 

or tests may not make much differences in the scores assigned by the raters or the 

mental processes they engage in as the results of this study showed. In other words, 

variations in task types, the word count (or test length), the time allotted to do the 

task, and related issues might not have a noteworthy effect on the scores assigned by 

the raters. However, the raters’ individual characteristics, such as experience, 

training, and related factors might be probable influential factors. 

 

Conclusion  

The goal of this study was to investigate the effect of test length on the 

raters’ mental processes while scoring candidates’ writing performance where both 

groups of participants (i.e., test-takers and raters) were chosen based on availability 

sampling. In general, it was found that raters considered certain elements of writing 
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more important and disregarded some other elements when assigning scores to a 

piece of writing regardless of its length.  

The main limitation of the study was the few number of test-takers and 

raters, which reduced the generalizability of the findings. Therefore, the results of 

the study should be interpreted cautiously. Further, the major delimitation of the 

study was that both test-takers and raters were female since we wanted to control the 

gender effect in this study. However, using a combination of male and female test-

takers and raters makes comparisons across the different groups possible and may 

result in more valuable findings in the future.  

The results of this study can be useful for raters since, to be a fairer rater 

who assigns more reliable scores, it is necessary to be aware of one’s own 

characteristics, to go to routine training sessions, to gain more experience, to get 

familiar with different types of scoring rubrics, and so forth. The findings of the 

present study should make raters aware of different important points to take into 

consideration when scoring a piece of writing following a specific scoring rubric in 

addition to the common and typical points. 

Rater trainers can also benefit from the results of the present study since it 

makes them aware of some important points raters do not usually pay attention to in 

scoring writing. Although answering the question, format of the essay, avoiding 

irrelevant details, aspects of cohesion, and referencing are some of the essential 

points that need more attention on the part of the raters, it was found in the present 

research that raters often ignore them. Therefore, rater trainers should emphasize 

such points more when training the raters.  

Finally, interested researchers are invited to conduct follow-up research 

where the personality type of raters, their gender, their experience, and their training 

are considered to see if such differences result in the same or different mental 

processes raters engage in when assigning scores to different types of writing and/or 

speaking tasks or tests.  
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